Identification and Analysis of Deleterious Human SNPs
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We have developed two methods of identifying which non-synonymous single base changes have a deleterious effect on protein function in vivo. One method, described elsewhere, analyzes the effect of the resulting amino acid change on protein stability, utilizing structural information. The other method, introduced here, makes use of the conservation and type of residues observed at a base change position within a protein family. A machine learning technique, the support vector machine, is trained on single amino acid changes that cause monogenic disease, with a control set of amino acid changes fixed between species.

Both methods are used to identify deleterious single nucleotide polymorphisms (SNPs) in the human population. After carefully controlling for errors, we find that approximately one quarter of known non-synonymous SNPs are deleterious by these criteria, providing a set of possible contributors to human complex disease traits.

Introduction

Knowledge of the human genome sequence,¹² together with a large number of single nucleotide polymorphisms (SNPs) present in the human population³–⁶ opens the way for the development of a detailed understanding of the mechanisms by which genetic variation results in phenotype variation. In particular, it should now be possible to identify the contribution of SNPs to human disease. It is estimated that the human population has approximately one SNP with a frequency of more than 1% every 290 base-pairs, implying a total of about ten million.⁷ Missense SNPs, resulting in an amino acid change in a protein, are most accessible to analysis. There are an average of about four coding region SNPs per gene, half of which are non-synonymous or missense SNPs,⁵,⁹ implying a total of about 50,000.

Genetic mapping, especially linkage analysis,¹⁰ has successfully mapped more than 1000 human inheritable diseases to genes. Most of those are rare monogenic (one gene/one trait) diseases, following a simple Mendelian inheritance pattern. On the other hand, common human diseases, such as hypertension, diabetes, Alzheimer, stroke, and heart disease, which follow a more complicated inheritance pattern, are proving much harder to analyze.¹¹–¹³ Difficulties are caused by incomplete penetrance (a person carrying a predisposing allele may not exhibit the disease phenotype); genetic heterogeneity (mutations on one of several genes may result in identical phenotypes); and polygenic inheritance (a trait is controlled by multiple gene interactions, such that each individual predisposing allele has a low risk factor and shows weak correlation with the disease trait). In addition, environmental factors may also play an important role in shaping disease phenotypes. Genetic mapping does not provide direct insight into the relationship between the presence of a SNP and susceptibility to a particular disease. There are a variety of mechanisms that may be involved, including effects of transcription rate, protein folding, protein function and protein half-life.

Here, we analyze non-synonymous or missense SNPs, that is, those which change an amino acid, and so may affect protein folding, function, or half-life. More than half of monogenic disease causes are these single amino acid substitutions.¹⁰ We use two methods to identify which missense non-synonymous SNPs (nsSNPs) are deleterious to protein function. Both methods have been developed and tested on amino acid changes causative of monogenic disease, and a control set
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of single residue changes fixed between closely related mammalian species. One method analyzes the impact of amino acid changes on protein stability, making use of the three-dimensional structural environment. We find the majority of single base changes that cause monogenic disease significantly destabilize the folded state of the protein concerned. The second method, reported here, makes use of the tendency of critical amino acids to be conserved with a protein family. The more conserved and restricted the type of amino acid at a position, the more likely that a substitution not consistent with that pattern will have a deleterious impact on protein function. This method is more general than the stability model, including all types of protein level effect. It is also more widely applicable, since it does not require knowledge of three-dimensional structure. On the other hand, it provides less direct insight into the mechanism by which a missense SNP affects protein function. The principles of sequence conservation methods have also been explored by others. We have used a machine learning method, the support vector machine, trained on five simple features that capture the relative sequence conservation at each position in a multiple sequence alignment. The support vector machine allows the identification of a subset of high confidence predictions. Both methods are carefully benchmarked. The use of two separate methods provides an additional means of assessing the reliability of the conclusions.

The two methods have been used to analyze sets of non-synonymous SNPs found in the human population, extracted from the dbSNP database, and a subset of those for which population frequency data are available. The subset are data from Perlegen and the Hapmap consortium. Using stringent criteria, we find that about one quarter of these SNPs are classified as deleterious at the same level as those causing monogenic disease in other genes. These are very likely to have a significant impact on protein function, and so probably contribute to complex disease traits, and provide a basis for prioritization in association studies.

Table 1. Training and testing data for the profile and stability methods

<table>
<thead>
<tr>
<th></th>
<th>Deleterious mutants</th>
<th>Control substitutions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number (%)</td>
<td>Number (%)</td>
</tr>
<tr>
<td>All data</td>
<td>10,263 (100)</td>
<td>16,682 (100)</td>
</tr>
<tr>
<td>Profile</td>
<td>9468 (92)</td>
<td>11,778 (71)</td>
</tr>
<tr>
<td>Profile HC</td>
<td>7565 (78)</td>
<td>10,171 (61)</td>
</tr>
<tr>
<td>Stability</td>
<td>3768 (37)</td>
<td>2309 (14)</td>
</tr>
<tr>
<td>Stability HC</td>
<td>3046 (30)</td>
<td>1904 (11)</td>
</tr>
<tr>
<td>Profile + stab-</td>
<td>3641 (35)</td>
<td>2141 (13)</td>
</tr>
<tr>
<td>stability</td>
<td>2501 (24)</td>
<td>1498 (9)</td>
</tr>
<tr>
<td>Profile + stab-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ility HC</td>
<td>216</td>
<td>146</td>
</tr>
</tbody>
</table>

Deleterious mutants are amino acid changes that cause monogenic disease. Control substitutions are amino acid differences between human proteins and closely related orthologs. HC are high confidence classifications from the support vector machine. Proteins are the number of proteins from which data are included.
Accuracy of the classification methods

Figure 1 shows the false positive (blue bars) and false negative rate (red bars) for both methods separately, on all data and for just the high confidence classifications (a support vector machine (SVM) score of greater than 0.5 for non-deleterious classifications and less than −0.5 for deleterious ones), as well as the corresponding data for the cases where the two methods agree. Bootstrapping, with 30 SVMs for each method, was used to obtain the accuracies and confidence limits. As expected, the false positive and false negative rates are highest for the individual classification methods, lower when only high confidence classifications are considered, and lowest of all when only high confidence classifications shared by both methods are included (3% false positive, 9% false negative). The false negative rate of the profile method is slightly lower than that of the stability method (20% versus 26% for all classifications, 16% versus 21% for high confidence ones, where the latter include 85% and 80% of the data, respectively). This difference is expected, since the profile method includes all effects on protein function at the amino acid level, including ligand binding, catalysis, allosteric mechanisms, and post-translational modifications, as well as stability and folding effects, whereas the stability model includes only stability and folding contributions. Less expected is the lower false positive rate for the profile method (9% versus 17% overall, 6% versus 12% for high confidence classifications). The balance between false positive and false negative rates is determined by the relative weights given to the deleterious and control datasets in training the SVM. Equal weights, taking into account the differences in data set sizes, were used. A 9/10 weighting of control to disease sets produces approximately equal false positive and false negative rates of about 17%.

Figure 2 shows a ROC (receiver operating characteristic) curve analysis of the relationship between specificity (fraction of control set data correctly classified) and sensitivity (fraction of disease set data correctly classified), for the stability model (dotted line), the profile model (broken) and a combined method (continuous line). The profile method performs noticeably better than the stability model, and the combined method is slightly superior to the profile model alone.

Causes of error

For both methods, the finite error rates reflect both the effects of approximations in the methods and the nature of the data sets. The stability method incorporates a number of approximations in modeling the structure of mutants, and uses a scenario based analysis of effects on stability. As discussed later, for the profile method, the effect of a limited number of sequences in a profile is the main approximation. The Human Gene Mutation Database (HGMD) data used as a disease set contains some entries that are not strictly causative of monogenic disease. For example, the mutant G15D in the α-chain of hemoglobin (HBA1) is in HGMD, but is predicted to be non-disease causing, with a confident SVM score of 2.9. The literature on
this mutation\textsuperscript{22} gives no indication of disease. Since 1999, HGMD have added some mutants that are disease associated or risk polymorphisms. This work uses the HGMD version of 26 April 2002, which includes 152 mutants annotated as not necessarily causative of disease. The false negative rate for these is very high: 62\% for the profile method and 73\% for the stability method. The assumption of no deleterious effects fixed between species might contribute to a finite false positive rate. A limited check on that possibility is provided by 41 HGMD mutants where the altered amino acid is the wild-type in another species. Of the 37 classified by the profile model only four are found to be deleterious. Thus, these appear to be mostly non-disease entries in HGMD, rather than deleterious mutants fixed in other species. Overall, the data in HGMD are of high quality, and appropriate for this application. Errors in the models and the data are sufficiently small that firm conclusions about the level of deleterious SNPs in the human population can be reached, as described below.

### Sensitivity to the number of sequences in a profile

The reliability of the PSSM and entropy values used in the profile method depends on the size of the sequence alignment. We examined the accuracy of the method as a function of the number of sequences available, after filtering out redundant and less reliably aligned sequences, as described in Materials and Methods. Profiles were divided into sets with different numbers of sequences, and the accuracy evaluated for each set. Table 2 shows the results. All sets have similar accuracy, except the set with the smallest number of sequences (2–9). This group has a similar false negative rate but a higher false positive rate (31\%) than the other groups. The high false positive rate is probably a consequence of the low maximum entropy for a small number of sequences: the maximum for two sequences is approximately 1 bit, while for 20 sequences, it is 4.3 bits. Additionally, for small profiles, the PSSM is dominated by the BLOSUM scores rather than the pattern of residue use.

### Comparison between BLOSUM, PSSM, and profile models

The full profile method includes the PSSM for the aligned sequences, and entropy factors. We compared the performance of a PSSM\textsuperscript{23} alone, which takes into account which residues are observed at each position in a sequence alignment, with performance using an average substitution matrix (BLOSUM45), which considers only the likelihood of the substitution in all proteins at all positions. It has been suggested that the BLOSUM matrix is suitable for use in identifying damaging nsSNPs.\textsuperscript{9,25} Since a PSSM contains information unique to each sequence family and sequence position, we would expect it to produce more accurate classifications. BLOSUM 45 and BLOSUM 62, representing average substitution preferences between proteins with different levels of sequence identity, were tested. PSSM and BLOSUM method accuracy as a function of a score threshold were examined, and the threshold returning the lowest sum of false positives and false negatives chosen in each case. The results are shown in Table 3, with the full profile method included for comparison. The BLOSUM matrices both yield similar false positive and negative rates, of about 27\% and 36\%, respectively, whereas the PSSM has significantly lower values of 22\% and 28\%. The profile model is substantially more accurate than the PSSM alone, with false positive and false negative rates of 9\% and 20\%, respectively, establishing that the entropy terms do provide significant additional information.

### Analysis of population SNPs: approximately a quarter of non-synonymous population SNPs are deleterious

We now use the profile and stability methods to identify deleterious non-synonymous SNPs in the human population. As described in Materials and Methods, nsSNP data were obtained from three sources: the NCBI dbSNP database,\textsuperscript{4} the Perlegen data,\textsuperscript{5} and the Hapmap project results.\textsuperscript{6} dbSNP contains a wide range of data, some of which are

---

**Table 2. Accuracy of the profile method as a function of the number of sequences in the alignment**

<table>
<thead>
<tr>
<th>No. of sequences</th>
<th>Deleterious</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FN</td>
<td>Proteins</td>
</tr>
<tr>
<td>[2–9]</td>
<td>0.18</td>
<td>60</td>
</tr>
<tr>
<td>[10–19]</td>
<td>0.17</td>
<td>82</td>
</tr>
<tr>
<td>[20–39]</td>
<td>0.18</td>
<td>167</td>
</tr>
<tr>
<td>[40–59]</td>
<td>0.22</td>
<td>121</td>
</tr>
<tr>
<td>[60–79]</td>
<td>0.19</td>
<td>94</td>
</tr>
<tr>
<td>[\geq 80]</td>
<td>0.18</td>
<td>169</td>
</tr>
</tbody>
</table>

Accuracy is measured in terms of the false negative rate (FN) and the false positive rate (FP). The Number columns show the number of variants analyzed in each alignment size range, and Proteins are the number of human proteins included. Accuracy is approximately equal in all but the smallest alignment range, where there is a sharp rise in the false positive rate.
Table 3. Comparison of classification accuracy of BLOSUM matrices, a PSSM and the full profile method

<table>
<thead>
<tr>
<th></th>
<th>False positive rate (%)</th>
<th>False negative rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLOSUM 45</td>
<td>27</td>
<td>38</td>
</tr>
<tr>
<td>BLOSUM 62</td>
<td>28</td>
<td>36</td>
</tr>
<tr>
<td>PSSM</td>
<td>22</td>
<td>28</td>
</tr>
<tr>
<td>Profile model</td>
<td>9</td>
<td>20</td>
</tr>
</tbody>
</table>

The PSSM method has substantially lower false positive and false negative rates than obtained with either BLOSUM matrix. The additional entropy information in the full profile model further improves accuracy.

based on a single observation. Both Perlegen and the Hapmap project have genotyped sets of individuals from several different populations. Since these SNPs are all verified, and have associated population frequency information, we have analyzed them as a separate data set, referred to as the Frequency set. Table 4 shows the number of data available in the full dbSNP set and the Frequency set, and the number of data that can be classified by the stability and profile methods, the combined methods, and the number of high confidence classifications in each case.

Figure 3 shows the fraction of population SNPs assigned as deleterious in dbSNP (blue bars) and the Perlegen/Hapmap data (purple bars). Results are again shown for the two methods separately, and for the combined methods, for all classifications, and those of high confidence. Deleterious classifications in both SNP sets are lowest for the most stringent conditions (high confidence classifications for the combined methods), with 33% for all dbSNP data and 17% for the Frequency subset. The highest deleterious rates are for the stability model alone, with 40% for the dbSNP data, and 31% for the Frequency subset. Deleterious SNPs are consistently substantially lower for the Frequency subset than the full dbSNP set, presumably reflecting the effect of the unreliable single observation component in dbSNP. As a control, we also analyzed the 952 Hapmap SNPs which were found to have zero frequency, that is, are in dbSNP, but were not observed in the Hapmap population. The profile method classifies 50% of those SNPs as deleterious, a much higher value, and close to that obtained in tests introducing random mutations.

The deleterious population SNP rates in Figure 3 are distorted somewhat by the finite false positive and false negative rates of the classification methods. Distortions can occur in both directions: a high false positive rate contributes to overestimating the deleterious SNP level, but a high false negative rate contributes to an underestimate. We correct for these effects as follows: For a given true deleterious rate \( D_{\text{true}} \), with a false positive rate \( f_p \) and false negative rate \( f_n \), the expected apparent deleterious rate \( D_{\text{exp}} \) is:

\[
D_{\text{exp}} = D_{\text{true}} - D_{\text{true}} \cdot f_n + [1 - D_{\text{true}}] \cdot f_p
\]

where the second term \( (D_{\text{true}} \cdot f_n) \) is the underestimate effect of false negatives, the third \( (1 - D_{\text{true}}) \cdot f_p \) is the over-estimate effect of false positives. The most probable value of \( D_{\text{true}} \) is thus:

\[
D_{\text{true}} = (D_{\text{exp}} - f_p)/(1 - f_p - f_n)
\]

A set of apparent deleterious rates \( D_{\text{exp}} \) were obtained using each of the 30 SVM profile and 30 stability model SVMs, and \( D_{\text{true}} \) values estimated for each, using the corresponding \( f_p \) and \( f_n \) values. Average values of \( D_{\text{true}} \) were then calculated, together with 95% confidence limits.

Figure 4 shows the estimated true deleterious rates for each of the method conditions, using the frequency subset. The stability model and the profile model on all data both return values of approximately 25%. Slightly lower values were obtained with the high confidence subsets, and the lowest value (15%) was obtained with the high confidence assignments common to both methods. It is expected that high confidence scores are only obtained for the more severe effects on protein function and stability. Application of the stability method to site-directed mutagenesis data where experimental folding free energies are available confirms that on average high confidence assignments have a more severe effect on protein stability (data not shown). Thus, the lower level of deleterious SNPs found for the high confidence set agrees with the expected biological effect.

Table 4. Data used for identifying deleterious human SNPs

<table>
<thead>
<tr>
<th>All</th>
<th>Frequency set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number SNPs</td>
</tr>
<tr>
<td>dbSNP build 124</td>
<td>50772</td>
</tr>
<tr>
<td>Profile</td>
<td>29,081</td>
</tr>
<tr>
<td>Profile HC</td>
<td>22,067</td>
</tr>
<tr>
<td>Stability</td>
<td>5166</td>
</tr>
<tr>
<td>Stability HC</td>
<td>3960</td>
</tr>
<tr>
<td>Profile + stability</td>
<td>3150</td>
</tr>
<tr>
<td>Profile + stability HC</td>
<td>2096</td>
</tr>
</tbody>
</table>

The top line shows the number of missense SNPs available in the dbSNP database, and the subset of these with population frequency information, from Perlegen and the Hapmap project. Classifications were made on the full set and the frequency set. The number of SNPs classified in each case, and the number of genes are given for the profile method, the stability method and the combined methods. In each case, values are given the full data and for the subset that are classified with high confidence (SVM score > 0.5).
score subsets are an estimate of the fraction of more severely deleterious SNPs in the population. The best estimate of the fraction of population missense SNPs that are as detrimental to protein function as those found for monogenic disease is provided by the full set of classifications for the profile and stability methods. For both, that value is close to 25%. Thus, the analysis leads to the conclusion that approximately one quarter of non-synonymous SNPs found in the population are as deleterious to protein function as single base changes known to cause monogenic disease. This value is a little lower than reports by other groups,17,18 probably because of the effect of correcting for finite error rates in the methods.

Deleterious SNPs in monogenic disease genes

There are 4458 nsSNPs in dbSNP located in monogenic disease genes, among which 1656 are assigned as deleterious by the profile method. Only a small portion (152) is also present in HGMD as known monogenic disease mutants. The remainder might be new monogenic disease causing variants, known variants not yet entered into the HGMD, or false positives. Given a false positive rate of 10%, we only expect 446 in that category. If the additional SNPs really are disease causing, we would expect them to be predominantly at low frequencies in the population. Figure 5 shows a comparison of the population frequency distribution of the 970 of these in the frequency subset with the corresponding distribution for all other genes. As expected, there are many more low frequency SNPs in both sets. Both sets also show a higher fraction of deleterious SNPs at low frequency, compared to non-deleterious, consistent with their being selected against. That bias is stronger for the monogenic disease gene set, and only about 10% are at frequencies higher than 20%, the expected fraction of false positives. More precisely, there are 170 disease gene deleterious SNPs with a frequency of less than 5%, versus 723 such SNPs in non-disease genes, and 78 higher frequency deleterious SNPs in
monogenic disease genes versus 827 in the others. A χ² test on these values shows that the probability of the excess low frequency deleterious SNPs in monogenic disease genes occurring by chance is 2.3×10⁻¹⁰. Thus, there is more selection against deleterious SNPs in the monogenic disease genes. Many of the low frequency disease gene deleterious SNPs are likely involved in monogenic disease. As noted above, some may have already been known, but have not been entered into the HGMD. Others are likely previously unrecognized contributors to monogenic disease.

To investigate the possibility that some of the additional deleterious missense SNPs in monogenic disease genes are in fact disease causing, we examined the subset of 18, in 15 different genes, which are assigned as deleterious with high confidence by both classification methods. Table 5 summarizes the data for these SNPs. Five are already in the HGMD, but given the very low false positive rate for this subset (3%), the others are candidate mutants for monogenic disease. Two of these have surprisingly high population frequencies for monogenic disease mutants: SERPINA7 L303F, at 20%; and AMACR G175D with a frequency of 34%. SERPINA7 belongs to a family of serine protease inhibitors, but also functions as a thyroid binding–globulin (TBG). There are many mutations associated with TBG deficiency, and many of these also have a high population frequency.²⁶,²⁷ These mutants alone are not sufficient to cause disease, since the resulting tendency for hyperthyroid is usually reversed by reduced thyroid hormone secretion. The high frequency is thus likely a consequence of a second factor being required for disease. There is no obvious explanation for the high frequency of the AMACR SNP.

Divergence rates of monogenic disease-associated proteins

Figure 6 shows a comparison of divergence rates of monogenic disease proteins versus all others. A larger proportion of the most highly conserved proteins are non-disease, whereas at moderate to high conservation, a higher proportion is disease. At the lower conservation levels, non-disease proteins are slightly more common: There are 278 disease genes and 3374 others with sequence identities less than or equal to 75%, and 1258 disease genes and 12,337 others with identities higher than 75%. A χ² test yields a probability of 0.0022 of this bias occurring by chance. This pattern can be rationalized as follows. Damage to the most conserved proteins is more likely to be lethal, and thus, not identified as disease causing. The lowest conserved proteins are likely buffered against deleterious changes in some way, and so are also not involved in monogenic disease. It is the more moderately to highly conserved genes where deleterious SNPs are likely to lead to disease, but not to be lethal. Other reports²⁸,²⁹ using only average values, and separately analyzed Kₐ and Kᵦ rates, come to contradictory conclusions. With more genomes becoming available, further study will be worthwhile.

Comparison with mouse knockout data

The profile and stability models detect SNPs that reduce the level of protein function in vivo. The limit of reduced function is the absence of the gene. Thus, we would expect a relationship between the response of the human phenotype to deleterious SNPs, and the response of mice to knockout of the gene.
corresponding orthologs. In this database, genes are clustered into four knockout phenotype groups. The first group is of genes where the knockout is compatible with viability. This group is further subdivided into cases where there is a detectable effect on the phenotype, and cases where the phenotype is apparently unaffected. The other three groups are of genes where knockout causes post-, peri- and prenatal mortality.

Table 6 shows the fraction of monogenic disease genes in each of the mouse knockout groups. The lowest fraction of monogenic genes is for the no-effect group of knockouts (8%), consistent with fully buffered genes generally not contributed to monogenic disease. The next lowest fraction is for the prenatal mortality set (28%), consistent with defects in these human genes probably resulting in a non-viable fetus, and so not classified as disease associated. Approximately half of the other knockout groups have equivalent monogenic disease genes, consistent with non-lethal but significant impact on the phenotype often being classified as monogenic disease. In all, there are nine disease genes in the two categories not consistent with monogenic disease (no effect and prenatal lethal), and 33 non-disease genes. For the categories consistent with monogenic disease (affected phenotype and post-natal lethal) the corresponding numbers are 93 disease genes and 105 others. A χ² test yields a low probability of the correlation occurring by chance (0.004), but the correlation is not as high as might be expected. There are several possible reasons for that. As more mouse knockout data becomes available, a fuller analysis will be possible.

Table 6. Relationship between mouse knockout phenotypes and human monogenic disease genes

<table>
<thead>
<tr>
<th>Phenotype</th>
<th>Total genes</th>
<th>Disease genes</th>
<th>Fraction genes(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compatible with viability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No apparent effect</td>
<td>13</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>With effect</td>
<td>147</td>
<td>71</td>
<td>48</td>
</tr>
<tr>
<td>Postnatal or perinatal mortality</td>
<td>51</td>
<td>22</td>
<td>43</td>
</tr>
<tr>
<td>Prenatal mortality</td>
<td>29</td>
<td>8</td>
<td>28</td>
</tr>
</tbody>
</table>

Total genes are the number of mouse knockouts in each phenotype category, and Disease genes are the number for which the human ortholog is a monogenic disease gene.

Frequency of paralogs for monogenic disease and other genes

A possible distinguishing feature between monogenic disease genes and the rest is that the phenotype is robust to reduced function on the latter because of redundancy of function, other genes can at least partly compensate for reduced activity. Full identification of possible substitute genes requires a detailed knowledge of human protein networks, not yet available. However, it might be expected that paralogs would often perform this role, and a number of such cases are known. For example, E-selectin and P-selectin are paralogous, with 40% protein sequence identity. Single gene knock-out mice show mild phenotypes, while the double knock-out mice have a severe disease phenotype, consistent with overlapping function. On the other hand, there are many cases where paralogous genes are involved in different biological processes, for example malate and lactate dehydrogenases.

Paralogs were identified by searching each human protein sequence against all others, selecting relatives with a BLAST E-score of \(10^{-3}\) or better. Table 7 shows the fraction of monogenic and other genes with at least one paralog. There is no difference between the two types of gene; in both cases about 87% have paralogs. We conclude from this that buffering mechanisms are more varied than just the use of paralogs.

Discussion

The main conclusion of this study is that about one quarter of the known missense SNPs in the human population are significantly deleterious to protein function in vivo. Others have reported a figure of about one third. It has also been suggested that the fraction is much lower, with false positives, errors in dbSNP, and known monogenic disease mutations inflating the apparent value. We have taken into account the effect of false positives and false negatives to obtain a corrected value for deleterious rate. We have also examined

†Mouse knockout data were obtained from http://www.bioscience.org/knockout/knochome.htm
The analysis of human SNPs was done using a previously developed method, based on protein structure/stability factors, and a new, sequence profile based method. The sequence method has a larger coverage of missense SNPs because it does not require knowledge of three-dimensional structure. Also, since sequence methods are based on evolutionary selection information extracted from multiple sequence alignments, they are not limited by current knowledge of protein function and structure, and so include a wider range of effects.

On the other hand, the sequence method assumes that deleterious SNPs will eventually be removed during evolution. While this assumption may be true for those genes associated with monogenic disease or serving as major contributors to complex diseases, it may not be as true for those with only subtle effects on the phenotype. For this reason, it is desirable to develop broadly based mechanistic models of SNP impact†.

Materials and Methods

Construction of the deleterious variant dataset

The deleterious variants are a set of single amino acid substitutions known to cause monogenic disease. Genes associated with monogenic disease were identified by checking all 16,220 human gene names in the NCBI LocusLink database against the Human Gene Mutation Database (HGMD) (as of 9 February 2002). HGMD contains the most comprehensive collection of mutations related to monogenic disease. Most cause monogenic disease, although a few may be associated with disease as a result of linkage disequilibrium rather than directly causative, or contribute to a complex trait disease. Later versions of HGMD include more of the latter class, and so the earlier version was preferred. A total of 731 genes containing 10,263 single residue variations were identified.

Identification of a set of non-deleterious single residue variants

We also required a control set of mutants, not causative of disease. It is not known which base variants in the human population contribute to complex trait disease, and so it is not possible to use these. Following others, we used non-synonymous base differences between human proteins and closely related proteins in other mammals. The justification here is that almost all variants that are fixed between species are essentially neutral and non-deleterious. To maintain compatibility between the deleterious and control sets, the same 731 monogenic disease proteins were used. The protein sequences of these genes were compared to all other mammalian protein sequences in Swiss-Prot, using BLAST. Proteins with at least 90% sequence identity over at least 80% of the full length were selected. Single residue differences in these alignments were used as a set of pseudo mutations. A total of 348

† http://www.snps3d.org
proteins containing 16,682 such single-residue differences to the human disease set were obtained.

**Source of human population missense SNPs**

SNPs were obtained from NCBI dbSNP, build 124. Many of the dbSNP entries are not verified (are based on single observations, or population frequency data have not been deposited). A confirmed SNP set was built from data in Perlegen (as of May 2005) and the Haplotypes genotyping projects (Phase I, as of May 2005). Files containing SNP and frequency information were downloaded from Perlegen and Hapmap project websites. These two datasets were processed as follows. (1) Both datasets were mapped to dbSNP RefSNP clusters. Hapmap provides a link from each record to a RefSNP ID, the Perlegen submission SNP ID and the mapping table, SNPSubSNPLink, between submission SNP IDs and RefSNP IDs in dbSNP build 124 were used to link each Perlegen record to the related RefSNP cluster. (2) For each RefSNP entry, mean frequencies were calculated from the three Perlegen populations, and from the available Hapmap populations. (3) In cases where data are available for both sources, the Hapmap information was discarded. dbSNP links were used to map each SNP to the corresponding amino acid substitution.

**Construction of sequence profiles**

Each human protein sequence was searched against the NR (Non-redundant Protein Database) using PSIBLAST with an E-score cutoff of $10^{-3}$ and three search rounds. The PSIBLAST sequence alignment (profile) and the position specific scoring matrix (PSSM) were retained for further use. Profiles were filtered as follows.

1. Closely related proteins were removed: if a pair of proteins had more than 90% sequence identity in PSIBLAST, one was eliminated from the profile.
2. Less reliably aligned proteins were removed: any protein with less than 30% sequence identity to the query human sequence was removed.
3. Regions of the alignment where more than 50% of the sequences have a gap were removed.

**Features for the support vector machine**

The following five features were used for the SVM.

1. The probability of substituting the variant residue type $a$ at position $j$ in the sequence alignment, $P(a|j)$, taken from the corresponding matrix element in the PSSM.
2. The entropy at each position $j$ in the alignment, calculated using the Shannon entropy formula:

\[
S_j = -\sum_{i=1}^{20} P_i \log_2 P_i
\]

where the sum is over the 20 possible amino acids, and $P_i$ is the probability of a particular residue type $i$ at this position. Probabilities are calculated from the filtered alignment profile.

3. The mean entropy $\langle S \rangle$ over the sequence, calculated by averaging over all sequence positions.

4. The standard deviation of the entropy over all positions, calculated as:

\[
\sigma(S) = \left( \frac{1}{N-1} \sum (S_j - \langle S \rangle)^2 \right)^{1/2}
\]

where the sum is over all sequence positions, $S_j$ is the entropy at a particular position, and $N$ is number of sequence positions.

5. The entropy at each position $j$, expressed as a Z score:

\[
Z_j = (S_j - \langle S \rangle)/\sigma(S)
\]

**Support vector machine (SVM)**

The five parameters described above: probability of accepting that amino acid substitution, entropy, mean entropy, standard deviation of the entropy and the entropy Z score, were used as features to train a SVM. The deleterious variant set consisted of these values for all the monogenic disease causing residue positions, and the control set were the values for the inter-species amino acid differences. SVM^light, an implementation of SVM in C, was used, with a linear kernel. Weights were assigned to disease and control data sets to compensate for their different sizes, such that they contributed equally to determining the partitioning surface. The distance of a data point from the partitioning surface provides an approximate measure of confidence in a classification. Bootstrapped datasets were used for training and accuracy assessment. That is, each SVM was trained on data points drawn randomly from the disease and control sets, with the total number of points equal to the size of each set. The training and testing procedure was repeated 30 times. For each trial, the false negative rate (the fraction of deleterious variations mis-classified as non-deleterious) and false positive rate (the fraction of non-deleterious variations mis-classified as deleterious) in the test dataset (those points not included in training) were calculated. The average false positive and false negative rates provide the measure of the classification accuracy. The 95% confidence intervals were also obtained from the distribution of false positive and false negative values. A similar procedure was used to obtain confidence intervals for the fraction of deleterious SNPs in the population data sets.

**Stability model**

Full details are available in an earlier paper. A summary is provided here. Eleven contributions to the energy and entropy of protein stability are considered. There are four classes of electrostatic interaction: reduction of charge-charge, charge-polar or polar-polar energy, or introduction of electrostatic repulsion; three solvation effects: burying of charge or polar groups, and reduction in non-polar area buried on folding; and two terms representing steric strain: backbone strain and overpacking. The other two contributions considered are cavity formation (affecting van der Waals energy), and loss of a disulfide bridge. Surface accessibility of the mutated residue relative to the unfolded state is also included, as well as three parameters related to the $C^*$ temperature factor of the mutated residues, so that in all there are 15 parameters. The same SVM software as for the profile model was used to determine the partitioning.

‡ http://genome.perlegen.com and http://www.hapmap.org/

§ http://svmlight.joachims.org
ing surface between the disease and non-disease data in the 15-dimensional parameter space. Continuous vari-
ables were normalized in the form of a Z score (Z =
(value-mean)/standard-deviation). A radial basis kernel
with a γ value of 0.2 was used.

**Estimate of protein divergence rate from human
and mouse orthologous genes**

Mouse orthologs were taken from the NCBI Homo-
loGene database. For each orthologous pair, the
BLAST sequence identity was calculated between all
refseq mouse protein sequences and those of all the
corresponding human refseq entries, and the highest
value was used. (This procedure is necessary, since
each gene may have multiple protein isoforms.)

**Matching of mouse knockouts with human genes**

The OMIM ID of each available mouse knockout gene
was extracted and matched to the NCBI locusslink
database, to identify the corresponding human gene
name. Human curation was used to match remaining
mouse genes and verify each link. The matched human
genes were compared to those in the HGMD database, to
identify the corresponding human gene. The matched human
genes were compared to those in the HGMD database, to
identify the corresponding human gene name. Human curation was used to match remaining
mouse genes and verify each link. The matched human
genes were compared to those in the HGMD database, to
identify the corresponding human gene name. Human curation was used to match remaining
mouse genes and verify each link. The matched human
genes were compared to those in the HGMD database, to
identify the corresponding human gene name. Human curation was used to match remaining
mouse genes and verify each link. The matched human
genes were compared to those in the HGMD database, to
identify the corresponding human gene name. Human curation was used to match remaining
mouse genes and verify each link. The matched human
genes were compared to those in the HGMD database, to
identify the corresponding human gene name. Human curation was used to match remaining
mouse genes and verify each link. The matched human
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