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A major goal of structural genomics is the provision of a structural template
for a large fraction of protein domains. The magnitude of this task depends
on the number and nature of protein sequence families. With a large
number of bacterial genomes now fully sequenced, it is possible to obtain
improved estimates of the number and diversity of families in that
kingdom. We have used an automated clustering procedure to group all
sequences in a set of genomes into protein families. Benchmarking shows
the clustering method is sensitive at detecting remote family members, and
has a low level of false positives. This comprehensive protein family set has
been used to address the following questions. (1) What is the structure
coverage for currently known families? (2) How will the number of known
apparent families grow as more genomes are sequenced? (3) What is a
practical strategy for maximizing structure coverage in future? Our study
indicates that approximately 20% of known families with three or more
members currently have a representative structure. The study indicates
also that the number of apparent protein families will be considerably
larger than previously thought: We estimate that, by the criteria of this
work, there will be about 250,000 protein families when 1000 microbial
genomes have been sequenced. However, the vast majority of these
families will be small, and it will be possible to obtain structural templates
for 70-80% of protein domains with an achievable number of representa-
tive structures, by systematically sampling the larger families.
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to one with an experimental structure. This strategy
has been widely accepted.>® The accuracy of

Introduction

The ultimate goal of structural genomics is to
provide structures for all biological proteins.
Although there have been enormous improvements
in experimental methods for determining struc-
ture,' these still lag behind sequencing methods by
orders of magnitude, in both cost and speed. As a
result, currently, only about 1% of proteins with
known sequence also have an experimentally
known structure. Fortunately, it is not essential to
experimentally determine the structure of every
protein; evolutionarily related proteins have similar
structures,”®> and so comparative modeling
methods can be used to obtain a structure for any
protein with a detectable evolutionary relationship

Abbreviations used: PSSM, position specific scoring
matrix.

E-mail address of the corresponding author:
jmoult@tunc.org

comparative models depends on the closeness of
the evolutionary relationships they are based on,’
and is never as high as that of a high-quality X-ray
structure. Nevertheless, these models are useful for
many practical applications.™

The minimum number of experimental structures
that will be needed in order to model all proteins
using evolutionary relationships depends on the
nature of protein sequence space. In particular, this
number depends on how many families of evo-
lutionarily associable proteins there are. The recent
increase in fully sequenced genomes has made it
possible to estimate this quantity more reliably than
in the past. Here, we make use of knowledge of the
full sequences for a set of 67 bacteria to obtain such
an estimate.

No sequence-based method is able to detect
all evolutionary relationships: experimental
structure determinations reveal previously
undetectable relationships in many cases. Thus, all

0022-2836/$ - see front matter © 2005 Elsevier Ltd. All rights reserved.
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sequence-based families are, in some sense,
arbitrary, reflecting the effectiveness of current
relationship detection algorithms rather than the
number of independent evolutionary lines. From a
structural genomics perspective, current methods
are sufficiently powerful that they already represent
very coarse-grained sampling of structure space, so
that models based on one experimental structure
per famil}l are probably at the limit of useful
accuracy."’ A single family will also often embrace
a number of functions.'?

Clustering of proteins into families has long been
used as a basis for extending function annotation,
and so there is a history of algorithm develop-
ment.">?* Many of the family sets have been
developed for specific purposes, and there is so
far no universally accefted comprehensive source.
For example, Pfam A,2 one of the best established
sets, uses sensitive methods to detect remote
evolutionary relationships, and is curated by
hand, providing a high level of reliability. As a
consequence, coverage is incomplete.

We have developed an automated family classi-
fication scheme, applicable to estimation of the
number of experimental structures that will be
needed for structural genomics. There are three
main steps: identification of evolutionary relation-
ships; parsing of the full proteins into probable
structural domains; and clustering into families.
Conventional PSI-BLAST searches are used to
detect sequence relationships within a set of 67
fully sequenced bacterial genomes. Lists of relation-
ships are sub-divided on the basis of a protein
domain identification method. Lists are then
merged into families with a multi-linkage clustering
procedure. Although a relatively standard sequence
search method is used, benchmarking with SCOP
structural superfamilies*~® shows a slightly higher
sensitivity than previously reported methods
including profile and profile-profile methodst.2~%
We attribute this to the robust clustering step and
reasonably effective parsing into domains.

There have been a number of studies of the
number of protein families in biology. Estimates
vary from 1000 to 30,000.*7#3%3¢ As more genome
sequences are completed, it becomes possible to
improve the reliability of the estimate. Our study,
focusing on recently available complete genome
sequences, leads to an estimate for the prokaryotes
that is substantially higher than previous ones:
Clustering 178,310 sequences from 67 microbial
genomes already generates 31,874 families. A recent
study of five fully sequenced eukaryotic genomes
has also led to a much larger number than
previously suggested, 45,000 protein families.”” A
more relevant quantity for structural genomics is
the number of detectable families there will be in
future. We have developed a method of estimating
growth in the number of families, and find there
will be about 250,000 families when 1000 genomes

1 http:/ /supfam.mrc-lmb.cam.ac.uk/PRC/

are sequenced. Apparent singletons (proteins with
no detectable relatives)®® are the fastest growing
category.

At first glance, these increased estimates are
discouraging for the structural genomics goal of
obtaining structures for all domains. However,
because most sequences are in relatively large
families, we estimate that it will still be possible to
have coverage for 70% ~80% of domains within the
next decade.

Procedures

Protein sequences

All identified protein sequences in 140 genomes
were retrieved from Genbanki. Of these, 67 were
used for building the family estimate model, and
the rest were reserved for testing the projections
of the model. All downloaded and generated
information were stored in a MySQL relational
database running on a Linux server (Tables 1 and 2).

Generation of homolog lists

For each protein, a six-round PSI-BLAST search
was performed against the set of all other sequences
in the genome set.’*** Low-complexity regions
were omitted, using the default SEG option,*
covering 5.9% of the residues. Homologs with an
E-value 10~ * or lower to the search sequence were
collected, creating a homolog list for each protein.

Domain parsing

Each homolog list was examined for domain
structures, as described below. A number of domain
parsing methods have been developed.'®*"** In the
present work, domain boundaries are identified on
the basis of the location of indels in the PSI-BLAST
sequence alignment. Indel locations are found by
counting the number of sequences with an amino
acid at each position in the alignment. Figure 1
shows an example.

Domain boundaries are defined as positions in
the multiple alignment where there are relatively
deep minima in the number of sequences with
residues. The detailed procedure is as follows.

(1) Calculate the slope of the alignment count for
each position in the alignment.

(2) Find all the turning points (positions where the
sign of the slope changes).

(3) Discard the trough points that make a domain
too short to be viable (less than 40 residues
between turning points).

(4) Discard the trough points where a trough is not
significantly lower than the surroundings

I http:/ /www.ncbi.nlm.nih.gov/Genomes/index.
html


http://supfam.mrc-lmb.cam.ac.uk/PRC/
http://www.ncbi.nlm.nih.gov/Genomes/index.html
http://www.ncbi.nlm.nih.gov/Genomes/index.html

746 Protein Family Clustering for Structural Genomics

Table 1. The 67 fully sequenced microbial genomes used for protein family construction, and the number of proteins in
each genome

Genome Number of proteins
Aeropyrum pernix 2694
Agrobacterium tumefaciens str. C58 (Dupont) 5402
Aquifex aeolicus 1553
Archaeoglobus fulgidus 2407
Bacillus halodurans 4066
Bacillus subtilis 4100
Borrelia burgdorferi 1637
Brucella melitensis 3198
Buchnera sp. APS 574
Campylobacter jejuni 1629
Caulobacter crescentus 3737
Chlamydia muridarum 916
Chlamydophila pneumoniae AR39 1110
Chlamydophila pneumoniae CWL029 1052
Chlamydophila pneumoniae J138 1069
Clostridium acetobutylicum 3672
Clostridium perfringens 2723
Corynebacterium glutamicum 3040
Deinococcus radiodurans 3102
Escherichia coli 4289
Escherichia coli O157:H7 5361
Haemophilus influenzae Rd 1709
Halobacterium sp. NRC-1 2605
Helicobacter pylori 26695 1566
Helicobacter pylori J99 1490
Lactococcus lactis subsp. lactis 2266
Listeria innocua 3043
Listeria monocytogenes EGD-e 2846
Mesorhizobium loti 7275
Methanobacterium thermoautotrophicum 1869
Methanococcus jannaschii 1770
Mycobacterium leprae 1605
Mycobacterium tuberculosis 3869
Mycobacterium tuberculosis CDC1551 4187
Mycoplasma genitalium 480
Mycoplasma pneumoniae 688
Mycoplasma pulmonis 782
Neisseria meningitidis 2025
Neisseria meningitidis Z2491 2032
Nostoc sp. PCC 7120 6129
Pasteurella multocida 2014
Pseudomonas aeruginosa 5565
Pyrobaculum aerophilum 2605
Pyrococcus abyssi 1765
Pyrococcus horikoshii 2064
Ralstonia solanacearum 5116
Rhizobium sp. NGR234 416
Rickettsia conorii 1374
Rickettsia prowazekii 834
Salmonella enterica subsp. enterica serovar Typhi 4749
Salmonella typhimurium LT2 4553
Sinorhizobium meliloti 6205
Staphylococcus aureus subsp. aureus Mu50 2748
Staphylococcus aureus subsp. aureus N315 2624
Streptococcus pneumoniae 2094
Streptococcus pyogenes 1696
Sulfolobus solfataricus 2977
Sulfolobus tokodaii 2826
Synechocystis PCC6803 3169
Thermoplasma acidophilum 1478
Thermoplasma volcanium 1526
Thermotoga maritima 1846
Treponema pallidum 1031
Ureaplasma urealyticum 611
Vibrio cholerae 3828
Xuylella fastidiosa 2831
Yersinia pestis 4039

There are 12 archaea, and 55 bacterial genomes. In total, there are 178,310 protein sequences.
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Table 2. The 73 recently sequenced microbial genomes used to test the family growth projections

Genome Number of proteins
Agrobacterium tumefaciens str. C58 (Cereon) 5299
Bacillus anthracis str. Ames 5311
Bacillus cereus ATCC 14579 5255
Bacteroides thetaiotaomicron VPI-5482 4778
Bifidobacterium longum NCC2705 1729
Bordetella bronchiseptica 4994
Bordetella parapertussis 4185
Bordetella pertussis 3446
Bradyrhizobium japonicum USDA 110 8317
Brucella suis 1330 3264
Buchnera aphidicola str. Bp (Baizongiapistaciae) 504
Buchnera aphidicola str. Sg (Schizaphisgraminum) 546
Candidatus blochmannia floridanus 583
Chlamydia trachomatis 893
Chlamydophila caviae GPIC 1005
Chlamydophila pneumoniae TW-183 1113
Chlorobium tepidum TLS 2252
Chromobacterium violaceum ATCC 12472 4407
Clostridium tetani E88 2373
Corynebacterium efficiens YS-314 2950
Coxiella burnetii RSA 493 2009
Enterococcus faecalis V583 3113
Escherichia coli CFT073 5379
Escherichia coli O157:H7 EDL933 5349
Fusobacterium nucleatum subsp. nucleatum ATCC25586 2067
Haemophilus ducreyi 35000HP 1717
Helicobacter hepaticus ATCC 51449 1875
Lactobacillus plantarum WCFS1 3009
Leptospira interrogans serovar lai str. 56601 4727
Methanopyrus kandleri AV19 1687
Methanosarcina acetivorans C2A 4540
Methanosarcina mazei Goel 3371
Mycobacterium bovis subsp. bovis AF2122/97 3920
Mycoplasma gallisepticum R 726
Mycoplasma penetrans 1037
Nitrosomonas europaea ATCC 19718 2461
Oceanobacillus iheyensis HTE831 3500
Pirellula sp. 7325
Porphyromonas gingivalis W83 1909
Prochlorococcus marinus str. MIT 9313 2265
Prochlorococcus marinus subsp. marinus st CCMP137 1882
Prochlorococcus marinus subsp. pastoris str. CCMP13 1712
Pseudomonas putida KT2440 5350
Pseudomonas syringae pv. tomato str. DC3000 5471
Pyrococcus furiosus DSM 3638 2065
Salmonella enterica subsp. enterica serovar Typhi Ty2 4323
Shewanella oneidensis MR-1 4472
Shigella flexneri 2a str. 2457T 4068
Shigella flexneri 2a str. 301 4180
Staphylococcus aureus subsp. aureus MW2 2632
Staphylococcus epidermidis ATCC 12228 2419
Streptococcus agalactiae 2603V /R 2124
Streptococcus agalactine NEM316 2094
Streptococcus mutans UA159 1960
Streptococcus pneumoniae R6 2043
Streptococcus pyogenes MGAS315 1865
Streptococcus pyogenes MGAS8232 1845
Streptococcus pyogenes SSI-1 1861
Streptomyces avermitilis MA-4680 7575
Streptomyces coelicolor A3(2) 8154
Synechococcus sp. WH 8102 2517
Thermoanaerobacter tengcongensis 2588
Thermosynechococcus elongatus BP-1 2475
Tropheryma whipplei str. Twist 808
Tropheryma whipplei TW08/27 783
Vibrio parahaemolyticus RIMD 2210633 4832
Vibrio vulnificus CMCP6 4537
Wigglesworthia glossinidia endosymbiont of Glossina 611
Wolinella succinogenes 503
Xanthomonas axonopodis pv. citri str. 306 4312
Xanthomonas campestris pv. campestris str. ATCC339 4181
Xylella fastidiosa Temeculal 2036
Yersinia pestis KIM 4090

In all, the 140 genomes code for 405,709 proteins.
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Figure 1. An example of domain
parsing, for the multiple sequence
alignment of E. coli ARGA (Swiss-
] Prot ID P08205, amino acid acetyl-
transferase). The domain-splitting
algorithm produces two domains,
residues 20-294 and 295-443. Pfam
and InterPro also split this protein
. into two domains. Domain 1
(26-269) belongs to Pfam PF00696,
an amino acid kinase family, and
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amino acid position

(trough height more than 60% of the peaks on
either side).

(6) Divide the proteins in the homolog list into
domains by cutting at each remaining trough
point, to create homolog domain lists.

As described later, comparison of the results of
this procedure with a set of PfamA domains in
50,000 randomly chosen Pfam sequences shows it is
very conservative: 96% of single domain PfamA
proteins are predicted as such, but only 24% of
PfamA two domains proteins are predicted cor-
rectly. Other domain parsers adopt a different
balance of false positives and false negatives.*’
While this and other parsers are far from satisfac-
tory, domain parsing does improve the quality of
the families.

Merging of domain lists

Domain lists are highly redundant, in that many
domains appear in multiple lists. A key step is
merging of the lists to form non-redundant,
domain-based protein families. Merging also
increases the range of evolutionary relationships
that are clustered: A PSI-BLAST search starting
from protein A may find a relative B, but not
relative C. On the other hand, PSI-BLAST started
from protein B may have found relative C, but not
relative A. Merging of the A and B hit lists places A,
B and C in one family.

The simplest clustering procedure is to iteratively
merge all pairs of lists that contain at least one
common domain, and then eliminate redundancies
from the merged sets. Notoriously, this single
linkage procedure leads to over-clustering, even
when the false positive rate for inclusion of a
domain in a single list is small. A number of

400 500 domain 2 (338-414) belongs to
PF00583, an acetyltransferase

family.

strategies have been suggested for overcoming this
problem.”*** We have developed a variable linkage
procedure. Short domain lists are merged on the
basis of a single common entry. The longer the lists,
the more common entries are required.

Merging proceeds by selecting a first list,
comparing it to all others, combining where the
merge rules are satisfied, then picking a next so far
unconsidered list, and so on, until all lists have been
considered. The process is repeated a maximum of
three times.

Further domain boundary checking

Incomplete domain parsing can occasionally lead
to the merging of proteins that have no significant
alignment. This is illustrated in Figure 2. An
unparsed, two domain protein (b) in list I has a
region of alignment with protein (c) in a second list,
II. Sequence (c) shares no significant relationship
with the primary domain in list I, but will be
merged into that list. To reduce this effect, each
candidate sequence in list II is checked for
alignment overlap with the first sequence in list 1.

(c)

Figure 2. Domain merging check.
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List II entries with an overlap of less than 40
residues are not merged.

Selection of parameter values

Results are dependent on a number of para-
meters. The parameters were optimized by building
a set of families for proteins with domains in
PfamA, varying parameter values to maximize the
agreement between the generated and Pfam
families, as others have done.*> A set of 50,000
full-length SwissProt protein sequences including
all the domains present in a 721 family subset of
PfamA version 9.0 was used. Use of full-length
protein sequences allows the domain parsing
procedures to be tested.

Each generated family was compared with all the
PfamA families, and the most similar one (most
common sequences) was considered the best match.
Two measures are used to assess the quality of the
built families:

False negative fraction Fy = (P —O)/P

False positive fraction Fp = (M —O)/M

where P is the Pfam family size, M is the generated
family size, and O is the common sequences
between the two. Fy is the false negative rate for a
generated family; the fraction of correct domains
omitted. Fp is the false positive rate for a family; the
fraction of incorrect domains included.

These ratios were determined for a range of
PSI-BLAST conditions, with and without domain
checks, and with different linkage rules, in order to
optimize the procedure. Details are given in Results.

The final choice of parameters was up to six
rounds of PSI-BLAST with an E-score threshold of
10~*, and a maximum of three rounds of merging.
Lists are merged into a family using the following
merging rules:

(1) For lists with four or fewer members: at least
one common entry required for merging.

(2) For lists with five to ten members: at least two
common entries.

(3) For lists with more than ten members: at least
40% common entries.

Evaluation of domain family construction

Effectiveness of the family building procedure
was assessed in terms of its ability to pair all
members of SCOP superfamilies, and not to pair
domains in different folds. (Note that effectiveness
could not be evaluated against Pfam, since the
method was tuned on that basis. SCOPt is a
hierarchical organization of proteins based on
evolutionary and structural relationships.?*?°
Since structural similarity provides a much more

t http:/ /scop.mrc-lmb.cam.ac.uk/scop/

sensitive test of evolutionary relationships between
proteins than does sequence, SCOP has been widely
used as a benchmark for evaluating sequence
alignment, clustering, and evolutionary relation-
ship detection methods.***® We have used SCOP40
(no sequence relationships higher than 40% iden-
tity) version 1.63, which contains 5226 domains,
1224 superfamilies, and 760 folds.

The 5226 domains were clustered into families, as
described above: PSI-BLAST was run for each
domain against the NR sequence database, aug-
mented with the SCOP domain sequences. No
domain parsing was performed, as SCOP is already
domain-based. PSI-BLAST-generated homolog lists
were merged using the linkage rules, to form a set of
generated families.

The set of generated families was compared with
the SCOP superfamilies in terms of all the possible
pairwise relationships between domains. Any pair
of domains found both in a generated family and
a SCOP superfamily is considered a true positive.
A pair of domains presented in a generated family
set, but not assigned the same SCOP fold is
considered a false positive, as it is unlikely to
represent a homology relationship. SCOP40 version
1.63 was used, with 50,374 pairs of domains within
the same superfamily, and more than 600,000 pairs
of domains with each member in a different fold.
True positives detected as a function of the false
positives incurred were plotted in a ROC curve.
A 1% false positive to true positive ratio was
chosen as an overall measure of quality, as used
by others.* ™"

For comparison, several other alignment and
family clustering methods were also tested using
the same set of SCOP domains. These are BLAST,
PSIBLAST, SAM-T99 (HMM)#,”" and PRC (a profile
to profile method)§. Software was downloaded
from the authors’ web sites.

Programs and parameters used for SAM-99 were:

(1) target99—seed [sequence fasta file]—out [out-
put file] —db [nr+scop40] —iter 4

(2) fw0.7 [sequence.a2m file] [sequence.mod file]

(3) hmmscore [sequence name]—i [sequence.mod
file] —sw 2—db [scop40]

Programs and parameters used for PRC were:

Prc—Emax 10 [sequence.mod file] [mod library]
[sequence name]

Transmembrane protein determination

Proteins with one or more transmembrane helical
segments were identified using TMHMM]|.*?

1 http:/ /www.soe.ucsc.edu/research/compbio/
sam2src/

§ http:/ /supfam.mrc-Imb.cam.ac.uk/PRC/

I http:/ /www.cbs.dtu.dk/services/ TMHMM /
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Structure coverage determination

Domain families with known structures were
identified as follows. A sequence profile (position
specific scoring matrix, PSSM) was obtained from
the multiple sequence alignment of a protein family,
using blastpgp.”® Each protein sequence in the
Protein Data Bank (June 15, 2003 release) was run
against the set of family sequence profiles, using
RPS-BLAST.>® Any profile to sequence comparison
with an E-value of 10~ 2 or lower was considered to
represent a family that could be modeled on the
basis of the corresponding structural template.
Such families were considered to be structurally
covered.

Results

Protein family clustering

Domain-based protein family set

Following the clustering procedure described in
Procedures, 178,310 sequences from 67 sequenced
prokaryotic genomes were parsed to 249,574
domain sequences and then clustered into 31,874
sequence families. Figure 3(a) shows the distri-
bution of family sizes. Small families predominate.
There are 20,992 singletons (families with only one
member), about two-thirds of the total, and 4810
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doubletons (family size two). At the other end of
the spectrum, there are only 263 families larger than
100.

From the point of view of structural genomics,
this result is discouraging: even this small number
of genomes would require over 30,000 experimental
structure determinations in order to provide
templates for complete modeling. However, con-
sideration of the large fraction of proteins in the
larger families leads to a different view. Figure 3(b)
compares the number of families of size one, two
and larger with the total number of domains those
categories contain. Although about two-thirds of
the families are singletons, they represent only 8%
of the domains. Families of size three and larger
contain 88% of the domains, and there are only just
over 6000 of those. Thus, 88% structural coverage of
these 67 genomes would be provided by about 6000
experimental structure determinations.

Optimization of protein family construction

As discussed in Procedures, parameters for
protein family construction were optimized by
comparison of generated families with those in
PfamA.**

Families were built for 50,000 full-length protein
sequences covering 721 PfamA (release 9) families.
The full sequences were clustered into new families,
and each such family was best matched to a PfamA
family. Each generated family was compared with
the corresponding PfamA one using the false
positive (Fp) and false negative (Fy) fractions. The
smaller these values, the better the family building
procedure.

Table 3 shows the level of agreement between the
generated and PfamA families as a function of the
E-value threshold for accepting PSI-BLAST relation-
ships. Families are obviously over-clustered with a

cutoff of 10~?, judging by the hiigh level of false
positives (Fp). A threshold of 10~ produces many
fewer false positives than 10”2 and a lower number
of false negatives than 10™°, so was chosen as the
final value. (Final values of the other parameters
were used for these tests.)

Table 4 shows the agreement between the
generated and PfamA families as a function of the
linking procedure, domain parsing and checking,
and the number of merging rounds. A maximum of
six rounds of PSI-BLAST with an E-score threshold
of 10~* was used. Three rounds of single linkage
clustering with no domain processing dramatically
over-clusters compared with PfamA, compressing
the sequences into 285 families, as opposed to the
ideal 721, with a false positive rate of 79%. Domain
parsing increases the number of families to 427, at
the expense of a minor increase in false negatives,
from 6.9% to 8.0%. Domain checking produces a
further minor improvement.

Introduction of the family size-dependent linkage
scheme further improves agreement with PfamA.
Three rounds of merging generate 785 families with a
false positive rate of 17.9%. Merging for five rounds
increases the false positive rate slightly to 19.7%.

On the basis of these tests, the final protocol
adopted was six rounds of all against all PSI-BLAST
using a 10~ * threshold, followed by three rounds of
hierarchical linkage. These conditions produce 785
families, of which 278 are identical with the
corresponding PfamA families, with an average
false positive rate of 17.9% and a false negative rate
of 7.4%. PfamA families are assembled using
sensitive sequence methods and are curated by
hand to reduce false negatives, so that a good
clustering method should have a low false negative
rate, as seen here. The higher false positive rate may
partly reflect the fact that Pfam does not cluster
some real relationships.

Table 3. Agreement between generated and PfamA families, as a function of the PSI-BLAST E score threshold

PSI-BLAST E-score

Number of identical

threshold Number of families Fp families
10? 569 0.087 0.325 204
10* 744 0.079 0.180 276
10° 788 0.087 0.176 273

Table 4. Agreement between generated and PfamA families as a function of linkage protocol, domain parsing and

checking, and the number of rounds of merging

Number of generated

Number of identical

Clustering method families Fn Fp families
Single linkage w/o domain splitting or 285 0.069 0.792 154
domain check

Single linkage w/o domain check 427 0.080 0.415 244
Single linkage w/o domain check 480 0.079 0.377 255
Hierarchical merging, three rounds 785 0.074 0.179 278
Hierarchical merging, five rounds 744 0.079 0.197 276

Domain parsing, domain checking, and hierarchical linkage all improve the quality of the generated families. On the basis of these
results, a protocol of three rounds of hierarchical merging, with domain parsing and checking, was adopted.
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Evaluation of the protein families

The final family building procedure was bench-
marked against SCOP40 (a subset of SCOP contain-
ing no sequence identities greater than 40%) version
1.63. The SCOP set includes 5226 domain sequences
grouped into 1226 superfamilies and 760 folds. As
explained in Procedures, all pairwise detected
relationships between proteins in the same super-
family were considered true positives, and all
apparent relationships between proteins in different
folds were considered false positives. Several other
methods for detecting evolutionary relationships,
BLAST, PSI-BLAST, SAM-T99 (a hidden Markov
model method)”" and PRC (a profile to profile
method) were also evaluated.

The results are shown in Figure 4.

Overall, the new family building procedure
delivers a higher fraction of true positives at a low
false positive rate. At the commonly adopted
threshold of 1% false positives/true positives,” >’
BLAST detects only 9% of true positives. PSI-
BLAST doubles the level of detection to 18%.
SAM-T99 and PRC both detect about 28% of true
positives. Our method finds 32%, a modest but
useful improvement. Note that at a higher false
positive rate (above 5%, not shown in the Figure),
the profile-profile method performs the best. The
results for BLAST, PSI-BLAST and SAM-T99 are
very similar to those obtained by Park et al.”>* Their
study showed that, using the PDBD40-] dataset
(similar but smaller than SCOP40), BLAST is able to
detect 14% of homologous relationships and the
two profile methods, PSI-BLAST and SAM-T98, can
detect 27% and 29%, respectively.

32%. Improved sensitivity is attri-
buted to the hierarchical linkage
procedure.

400 500

Structural genomics analysis

Structure coverage of current protein families

A long-term aim of structural genomics is to
obtain an experimentally determined structure for
at least one protein in every family. We now ask to
what extent that is already the case for the set of
67 bacterial protein families. We consider only
families with three or more members, and exclude
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Figure 5. Fraction of the non-membrane protein
families with three or more members for which there is
at least one experimentally determined structure, as a
function of family size (blue line). The purple line shows
the coverage of all families that size and larger. Coverage
is much larger for the larger families, approaching 80%
for the biggest. The overall average coverage is 20%.
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membrane protein families, since this class of
structure is not yet amenable to high-throughput
experimental techniques. There are 4907 non-
membrane protein families with three or more
members. Figure 5 shows the fraction of families
with one or more known structures (the structure
coverage). About 80% of families larger than 60
have a structural representative. Coverage drops
with decreasing family size, to around 5% for
families with only three members. Overall, 20% of
all families size three or larger have one or more
representative structures. A further 3926 structures
would be required to complete the coverage.

Estimation of the number of families in a large
number of genomes

The previous section provides an estimate of the
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number of structures needed to complete coverage
of a set of already fully sequenced genomes. Of
more interest in structural genomics is the number
of structures that will be needed as a function of the
number of sequenced genomes and, in particular,
the limit of that quantity, i.e. the number of
structures that will be needed to provide coverage
of all protein families.

We have examined the increase in the number of
detectable protein families as the number of fully
sequenced genomes increases, using the following
procedure. One of the 67 prokaryotic genomes is
chosen at random, and the number of families it
contains noted. A second genome is selected
randomly, and the additional families present in
that are added. This process is continued until all
67 have been selected. The whole procedure was
repeated 100 times, and the average number of

(b)
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In (number of genomes)
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Figure 6. (a) Number of families as a function of the number of genomes. Full columns show the total families in the
corresponding number of genomes, and subdivisions show the number of families in the following size ranges: 1, 2, 3, 4
or 5, 6-10, 11-20, 21-40, 41-70, 71-100, 101-1000. Smaller families are in the lower subdivisions. The total number of
families is still increasing rapidly up to 67 genomes, and is far from saturation, though there is some decrease in the rate
of growth. The singleton group is the fastest grower. The T bars show the standard deviations in the average number of
families, over the 100 simulations. (b) Log-log view of the relationship between the number of families and number of
genomes considered. A linear model gives an excellent fit to the data. (c) Predicted number of families as a function of the
number of fully sequenced prokaryotic genomes, based on a log-linear fit to (b). The model predicts there will be about
250,000 families when 1000 genome sequences are available. (d) Predicted number of apparent singletons as a function of
the number of fully sequenced prokaryotic genomes. The model predicts that there will be about 140,000 when the
sequences of 1000 genomes are available.
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families for each number of genomes calculated.
The result is shown in Figure 6(a). Total bar heights
represent all families in the corresponding number
of genomes. Subdivisions show the number of
families in different size ranges, with smallest
families lowest. The number of protein families is
still growing rapidly up to inclusion of 67 genomes,
and is far from saturation, though the rate of
increase is slowing. Clearly there will eventually
be many more than 30,000 detectable families. A
log-log representation of these data (Figure 6(b)) is
close to linear, providing a basis for extrapolation to
a larger number of genomes. Figure 6(c) shows the
projected number of families up to a total of 1000
genomes, using that relationship. This model
predicts a total of about 250,000 families at that
point, a much higher estimate than any previous
ones. There is of course a limit to how far this
extrapolation can be made. At some point, as
most newly sequenced genomes become phylo-
genetically close to known ones, the number of
new families must begin to decrease more rapidly.
Available data for up to 140 genomes show the
model holding up remarkably well (see below).

The log of the number of apparent singletons also
grows approximately linearly with the log of the
number of genomes, with a reliability coefficient of
0.9993, and a slope of 0.704. The projected number
of singletons out of 1000 genomes is shown in
Figure 6(d). For 1000 genomes, the estimate is
140,000 singletons.

The rapid growth of singletons in Figure 6(a) and
the prediction made in Figure 6(d) clearly suggest
their growth is also far from complete. This
observation is contradictory to our earlier view
that aggregation of homologs between genomes
will lead to rapid disappearance of singletons.”

It should be borne in mind that, because of
the limited sensitivity of sequence methods for
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detecting relationships, the large number of families
does not imply a similar magnitude of independent
evolutionary lines.

To test the extrapolation model, we have
extended the study to include 140 prokaryotic
genomes (the 67 used for the extrapolation plus 73
new ones, see Procedures) and built families for this
set using the same procedure. The 405,709
sequences in these genomes produce 54,234
families, of which 36,457 are apparent singletons.
The extrapolation models predict 54,910 families
and 35,807 singletons, within 1% and 2%, respect-
ively, of the actual values.

Structural coverage for the 67 genome set

The previous analysis shows that it will not be
possible to obtain complete structural coverage of
protein family space in the near future. However, as
noted earlier, a relatively small fraction of the
families contain a large fraction of all the sequences.
For the 67 genome analysis, 19% of the families are
size three and larger, but contain 88% of the
proteins. This suggests a strategy of obtaining
representative structures for the largest families
first. Figure 7 shows an exploration of this idea for
the 67 genome set. We assume that a representative
structure is first obtained for the largest family, then
the next largest, and so on. The blue curve shows
the result for all non-membrane protein families
with three or more members. The purple curve
shows the number of structures needed, taking into
account the already available structures. Because of
existing high coverage, very few additional ones
will be needed for large families. Altogether, about
4000 structures are required to obtain complete
coverage of all families with three or more
members, covering 88% of the domains in these
genomes. (As discussed earlier, about 20% of these

Figure 7. Cumulative number of
experimental structures needed
to obtain complete coverage of
families size three and larger, start-
ing with large families (right side of
the plot). The blue curve is for all
non-membrane protein families,
and the purple curve is for the
families with no current structural
coverage. Very few additional
structures are needed to complete
coverage of large families: 1000
optimally selected ones would
complete coverage of all non-mem-
brane families larger than ten,
including 80% of all the domains.
About 4000 would be needed to
provide one structure per family
size three or larger, and would
cover 88% of all the domains.
(These numbers are for the set of
67 genomes analyzed in this work.)

families

—=-non-structure
covered
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Figure 8. (a) Number of families with representative
structures needed to provide structural coverage for
different fractions of protein domains, as a function of the
number of fully sequenced genomes. The lower the

families already have representative structures.)
A total of 1000 structures will complete coverage
for all non-membrane families with more than ten
members, covering 80% of the domains in these
genomes.

Achievable structural coverage for 1000 genomes

We now examine how many structures will be
needed to achieve a given level of protein coverage,
as the number of fully sequenced genomes grows.
For that purpose, an extrapolation procedure
similar to that described earlier was used. A
genome was picked at random from the set of 67.
The number of families was then calculated for that
genome alone. The number of structures needed to
obtain coverage of various fractions of all the
proteins in that genome was calculated, assuming
structures for the largest families are obtained
first. Another genome was then selected randomly,
and the number of structures needed to obtain
various fractions of domain coverage for the two
genomes was calculated, and so on, up to 65
genomes. The simulation was repeated 100 times,
and the results averaged, to remove bias in genome
order.

Figure 8(a) shows the results. Here, 100% cover-
age implies models for all domains in all families,
90% coverage implies that 90% of the domains will
have models, and so forth. The general trend is that
the lower the domain coverage required, the slower
the growth of the number of structures needed, as a
function of the number of genomes. The growth
rates for 80% and 90% coverage are already
decreasing when 65 genomes are considered, and
growth has almost ceased for 50% and 60% cover-
age. Figure 8(b) shows the estimates for up to 1000
genomes, based on log-linear models. At that stage,
less than half of the number of structures are
needed for 90% coverage as for 100%, and the
growth rate for 70% or lower coverage is slow.
Figure 8(c) shows an expansion of the region
below 80% coverage. Representative structures
for about 8000 families will provide 70% coverage
of all the domains in 1000 genomes. This is a
reasonable expectation for the next decade, given
the rate of accumulation of new experimental
structures.

domain coverage required, the slower the growth in the
number of families. (b) Projection of the number of
families with representative structures needed to obtain
structural coverage of different fractions of protein
domains, up to 1000 genomes. A total of 250,000
structures would be required to obtain 100% coverage
of these families, but 90% coverage would be obtained for
less than half of that number. (c) Expansion of (b) for
coverage between 50% and 80%. For 1000 genomes,
approximately 8000 structures are needed to provide 70%
domain coverage, achievable in the next decade, con-
sidering the rate of accumulation of solved structures.
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Discussion

A principal goal of structure genomics is to obtain
structures for a large fraction of naturally occurring
proteins. This goal can be achieved by experimen-
tally determining at least one structure for each
protein family and building structure models for
all other 5pro’ceins using comparative modeling
methods.” The minimum number of experimental
structures required for complete structural cover-
age of protein space is then equal to the number of
apparent protein families. In a previous study,® we
estlmated this number by analyzing PfamA
families,** and making a very simple extrapolation
of likely future growth in the number of families.

In the present study, we have based the analysis
on all families in a set of fully sequenced
prokaryotic genomes, rather than the contents of
PfamA. A major difference is the inclusion of all
proteins, not just those in the larger families
typically collected in PfamA. With this more
realistic view of the protein universe, we find
there are a very large number of such small families:
for the set of 67 genomes analyzed, there are 25,802
families with only one or two members, out of a
total of 31,874. Overall, there is an approximately
power law relationship between the number of
families and family size. In a comprehensive
analysis of five eukaryotic genomes, Liu et al. also
found a large nurnber of small families, unique to
that kingdom.”

Use of complete genome sequence sets has also
allowed us to use a more realistic extrapolation
method, in order to estimate the future growth in
the number of families, as the number of fully
sequenced genomes grows. We find that when 1000
genomes are available, there will be about 250,000
detectable protein families. Further, the number of
families will still be growing at that point.

The large number of families makes it clear that
complete structural coverage of protein space will
not be possible in the near future. Nevertheless, it
will be possible to obtain structural models for a
large fraction of proteins. This is because most
proteins belong to large families; for the 67
sequenced genomes, 88% of the proteins fall into
just 6072 families. Further, the extrapolation model
shows that this trend will continue, so that,
considering all sequences, 80% structural coverage
of the proteins in 1000 genomes can be obtained
with 25,000 structures, and 70% coverage with 8000.
The primary conclusion from this work is that a
strategy of obtaining structural representatives for
the largest families first will lead to a large fraction
of structural coverage of protein space within the
next decade. This strategy will also lead to early
structural coverage of the families that perform
more universal biological functions, and will
provide the most leverage of experimental effort,
by creating models for the largest number of
proteins from each experimental structure. We
envisage that when structures for proteins in
small families are needed, they will typically be

obtained one at a time, using conventional struc-
tural biology, rather than high-throughput
methods.

The number of apparent protein families depends
on the effectiveness of each of the steps in building
them. There are three keys steps in our procedure.
The first step uses PSI-BLAST to search for relatives
of each protein. Other methods in particular well-
tuned hldden Markov models® and profile-profile
methods,”” % are more sensitive for this purpose.”**
At low false positive rates, the later merging
step compensates for the relative insensitivity of
PSI-BLAST.

The second step of family building is parsing of
proteins into domains. We have used a sequence
profile-based approach, relying on the fact that the
most insertions and deletions occur between
domains.'®*" We apply the procedure very con-
servatively to minimize splitting within domains.
As a consequence, this step has many false
negatives; it does not split at many domain
boundaries that are obvious at the structure level.
Additional procedures might further improve our
method: mapping known structural domains and
PfamA domains onto the proteins. We have not
done that, because the majority of these families
have not been studied structurally, and many are
not in PfamA, so that use of these signals may
distort the choice of parameters for family building.

The third step in family building is merging lists
of related domains and filtering out redundant
entries, to create domain families. As noted earlier,
over-merging is a well known problem in protein
family building; a small number of incorrect entries
in the initial lists of relatives can easily lead to
substantial over-merging. To avoid this, we use a
procedure that requires an increasing number of
common entries as a function of alignment size.

The rules for merging and other steps were tuned
by reconstructing a set of PfamA domains from the
corresponding full-length sequences, and com-
paring the generated families with the PfamA
ones. The final procedure was benchmarked by
comparing pairwise relationships within a set of
generated families with those in a set of SCOP
superfamilies. While these testing methods are very
useful, they are not ideal. PfamA is a sequence-
based family set, and so omits a large number of
evolutionary relationships (placing related proteins
in different families). A more sensitive method may
therefore appear to have an excessively large
number of false positives, and consequently may
be detuned to reduce these. PfamA also focuses on
larger families, whereas the genome data are
dominated by smaller families. As a result, a better
method for PfamA may not necessarily be optimum
on genome data, and performance may be different
from that suggested by quality measures on PfamA.
Similarly, SCOP contains only proteins with known
structure, and these may be unrepresentative of
proteins in genomes as a whole; for example, not
including proteins with significant inherent dis-
order, and under-representing proteins that form
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part of complexes. Nevertheless, PfamA and SCOP
are probably the best training and test sets available.
As in most of computational biology, the lack of a
gold standard for methods development and
evaluation is an inherent limitation.

According to our and other benchmarking, at a
1% ratio of false positives versus true positives, only
about 30% of the pairwise evolutionary relation-
ships implied by structure can be recovered with
present sequence comparison methods. A conse-
quence is that families built with those methods do
not approximate independent evolutionary lines.
As more structures are available, the number of
families will decrease very substantially, because of
merging on the basis of structural similarity, rather
than sequence. For the purposes of structural
genomics, a single representative structure for
very large families containing very remote relatives
is not particularly desirable. As the remoteness of
the relationship between proteins increases, the
quality of a model built on the basis of a relative
with an experimental structure decreases. In
particular, a substantial fraction of residues (up to

50%) will have no equivalent in the modeling
template.”® Thus, although families generated
from sequence relationships are suboptimal from
an evolutionary standpoint, they are very suitable
for structural genomics.

Contrary to our earlier expectation,® the number
of apparent singletons and other small families will
continue to increase. Siew & Fischer also found the
number of singletons is steadily growing, though
the percentage of smgletons as a fraction of all
sequences is decreasing.’® Because of the limited
sensitivity of sequence methods, it is not possible to
judge the biological significance of this at present.
Many singletons may, in fact, have unrelated folds,
as one estimate of the total number of folds
suggests.57 Or, most may turn out to be members
of larger superfamilies, too remotely related for
sequence methods to detect. A larger set of
experimental structures of small families will settle
this issue.

This work assessed how many experimental
structures will be needed to provide models of a
given fraction of all naturally occurring domains,
based on one representative structure per family.
Under this strategy, the majority of structures will
be domain models, based on a single experimental
structure within a protein family. While such a
structure set will revolutionize our view of proteins
in many ways, it is only the first step in providing
complete structural information for natural pro-
teins. Many proteins are multi-domain, particularly
in higher eukaryotes "% and the function of a
domain assembly is not always a 51mple combi-
nation of that in the constituent domains.”” Gener-
ating reliable multi-domain structures will
sometimes involve docking of domain models,
requiring improvements in computational
methods, or further experimental structures.
Second, the relationships within families on which
models will be based are often fairly distant, with

levels of sequence identity well below 30%. Models
based on such sequence relationships contain
substantial errors, arising primarily from mistakes
in aligning the sequence of interest with those of
available templates, and because significant parts
of the structures will differ from that of the
templates.11 Nevertheless, these low accuracy
models will be adequate for establishing member-
ship of a superfamily, and thus useful for a variety
of purposes, including providing approximate
molecular function information, guiding site-
directed mutagenesis experiments, and choosing
likely antigenic peptides. Other Juses, such as
identification of ligand specificity® and interpre-
tation of the effect of disease-related mutations,®’
require greater accuracy, possible only by modeling
against a template with 30% or greater sequence
identity. Comprehensive structural information at
that level will require many more structures.
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